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Nautilus: A High-Performance, Low-Cost California Community Cluster

• Our research has developed purpose-built ‘FIONA’ rack-mounted PCs 
that are tuned to test end-to-end 1G, 10G, 40G and 100G connections. 

• We are using Kubernetes for testing and visualizations as well for 
managing community-based CPU/GPU/Storage called Nautilus, a 
distributed cluster of FIONAs

• Our Research IT Services team helps us by supporting the campus 
PRISM research network and its connection to CENIC’s High 
Performance Research Network. 

• This has helped us get 4 major grants (over $10M for CI development)
• UC San Diego’s Research IT Services Team clones our working tech.
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Installing 16 10&12 TB Drives in June at UC Merced, UC Riverside,  and 
Stanford—160TB to 192TB per FIONA



Research and Instructional IT Services use Kubernetes to Manage FIONAs

“Kubernetes is a way of stitching together 
a collection of machines into, basically, a 

big computer,” 
--Craig Mcluckie, Google 

and now CEO and Founder of Heptio

Kubernetes with Rook/Ceph allows us to Manage Petabytes of Distributed Storage
and GPUs for Data Science as well as Measure and Monitor Network Use



Grafana Plot of First 730 TB at UCSD, Stanford, UCD, UCM
https://grafana.nautilus.optiputer.net/

This is working Scratch Space for ML Data, not Archival Research Storage 



ML GPU Users: at least 15-1 Price Advantage at UC San Diego vs. AWS 
Our Research IT Services Team Provides Space and Power

40 GPUs in 5 
FIONA8s for ML in
15” of rack space
2.4 Million GPU 
hours per day 



Grafana Plot of First 93 GPUs Online 
https://grafana.nautilus.optiputer.net/







More FIONA8s for Research Coming

• UC Berkeley estimates they spend $40,000 in cloud GPU per published 
grad student paper (!). Same as 2 FIONA8s with 256GB & 32 cores each

• ECE Department has allocated funds to buy 4 FIONA8s this year, 4 more 
next year—that’s 64 GPUs coming for ECE faculty research

• CSE faculty are proposing to buy FIONA8s to add to Nautilus; Prof. 
Vineet Bafna already has

• Our CHASE-CI grant has funding for many more FIONA8s for faculty
• We need the Research IT Services team to rack & network & sustain 

these in the SDSC colo space like Instructional IT services does.
• Other campuses are building similar/identical systems for their data 

sciences institutes—the competition for research funding is real
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